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Abstract

Previous plan-based approaches to analy zing task-oriented
dialogues have not been able to account for many phenomena of
concern to discourse analysts. We have developed a model based on a
hierarchy of plans and meta-plans that accounts for such interrupting
subdialogues as clarifications and corrections, while maintaining the
advantages of the plan-based approach.
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'- 1. Introduction

"Tosk-oIented dialogues occur when two people work cooperatively on a task
(e.g., a plan) which is performed during the dialogue. One promising approach to L;.
analyzing such dialogues has involved modeling the plans of the speakers in the task
domain. In other words, the participants in the conversation are viewed as
accomplishing goals via plans containing the utterances of the conversation as actions
in the plan. )The earliest work in this area involved tracking the topic of a dialogue by
tracking fi* progress of the plans of the conversants [Grosz, 1977], as well as
expliit incorporating speech acts into a planning framework for single utterances
[Cohen and Perrault. 1979; Allen and Perrault, 1980]. A good example of the current
status of these approaches in providing dialogue coherence can be found in
[Carberry, 1983). In general, these models work well as long as the topic follows the
task structure closely, but encounter difficulty accounting for subdialogues, such as
clarifications and corrections, and topic change. L

- Sidner and Israel [19811 suggest a solution to a class of subdialogues that
correspond to debugging the plan in the task domain. They allow utterances to talk
about the task plan, rather than always being a step in the plan. Using their
suggestions, as well as our early work [Allen et al., 1982; Litman. 19831, we have
developed a model based on a hierarchy of plans and meta-plans that accounts for
the debugging subdialogues they discussed, as well as other forms of clarification.

Reichman [1981] suggested a model of discourse that addresses subdialogues and
topic switch in unconstrained spontaneous discourse. Unfortunately. she does not
show how one can recognize the structures in her abstract model from the actual
utterances. Although not the focus of this paper, we claim that a plan recognition
model provides the link from the processing of actual input to its abstract discourse
structure. Even more important, this allows us to augment our plan recognition
model with the linguistic results from such work.

Consider the following two dialogue fragments. Dialogue 1 was collected at an
information booth in a train station in Toronto [Horrigan, 19771 and is similar to
"information-seeking" dialogues [Carberr. 1983], dialogues in which an agent seeks
information with respect to a plan which will not be executed during the dialogue.
Dialogue 2 is a scenario developed from protocols in a graphics system that displays
network structures [Sidner and Bates, 19831. Unlike Dialogue 1, the system's
interaction with the user is primarily non-linguistic, with utterances only being
produced to satisfy simple conversational conventions.

1) Passenger: The eight-fifty to Montreal? f,-,on For
2) Clerk: Eight-fifty to Montreal. Gate seven. - "o

3) Passenger: Where is it? GA
4) Clerk: Down this way to the left. Second one on the left. -
5) Passenger: OK. Thank you. ounced .

Dialogue I K'
D L.".'.." ~~~Ditt c a] ""



6) User: Show me the gaeenc ccpt called "employee."
7) System: OK. (system dispays network"
8) User: I can't fit a new IC below it. Can you move it up?
9) System: Yes. (system displays network>
10) User: OK. now make an individual employee concept whose first

name is "Sam" asid -Aihose last name is "Jones." The .-

Social Security number is 234-56-789q.
11) System: OK.

Dialgu 2

While still task-oriented, these dialogues illustrate phenomena characteristic of
spontaneous conversation. Subdialogues correspond no! only to sul-tsks (utterances
(6)(7 and (10)4(11)). but also to clariflcations ((3)-14)). debugging ((8)-(9)), and
other types of topic switch and resumpticn Furthermore, since these are extended
discourses rather thL. unrelated questivn/answer ex~changes. participants need to use
information provided by previous Utterances-. Fo~r example, (3) would be difficult t,
understand without the discoursc~ context of ( 1) and (2). Finally, these dialogues
illustrate the following of con'.ersational cen~eritions such as terminating dialogues
with typical closing expressions (utterance 45)) and the use of words like "OK."

To address dies issueq, we present a plan-based natural language sistem that
incorporates both L .k and discourse knowiledge. In particular, we de',e1op a ne%%
model of plan recognition that accounts for die recursive nawure of plan suspensions
and resumptions. Section 2 presents chis model, followed in Section 3 by a brief
description of the discourse analysis perf'ormned and the task and discourse
interactions. Sections 4 and 5 trace the processing of Dialogues I and 2 in detail.
illustrating domain independence. This work is then compired to pre~.ious work in
Section 6. and summarized in Section 7.

2. Task Analysis

2.1 The Plan Structures

In addition to the standard domain-dependent knowledge of task plans, Ae
introduce some knowledge about the planning process itself. These are domain-
independent plans that refer to the state of other plans. Plans inv.olve both *: -sical
and linguistic actions, each with the system and the user as possible agents. In a
typical plan involving a conversation, for exarv-le. each agent takes turns executing
actions corresponding to the utterances in the conversation. During a dialogue, we
shall recognize such plans and put them on a stack, each plan on the stack referring
to the plan below it with the domain-dependent task pL - at the bottom. As we shuE .

see, the manipulation of this stack of plans is similar to the manipulation of topic
hierarchies that arise in discourse mot~ts.

Tc allow plans aboit plans. i.e., meta-plans, we rieed a '.ocabular. for referring to
and describing plans. Developing a fully adequate formal model would be a large
research effort in its own right. Our de,' :>'pment so far is meant to be suggesti'.e of
what is needed, and is specific enough f-ir our prelrit Th.r implementation. Also, for
the purpose of this paper, we are ignoring all tiinporal qualifications (e.g., te
constraints neco to be temporally qualified), and all issues invol' -- beliefs of agents.

. ... . . . .... ... .... ...
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Plans are networks of actions and states connected by causality and subpart
relationships. Every plan has a header, a parameterized action description that names
the plan. The parameters of a plan are the parameters in the header. As usual in
many models of planning (e.g., [Fikes and Nilsson, 1971; Sacerdoti, 19771), plans
may contain prerequisites, effects, and a decomposition. In other words, plans are
hierarchical. Although a plan may be usefully thought of at one level of abstraction
as a single action, the plan may in actuality be composed of primitive actions and .
other abstract action descriptions (i.e., other plans). Thus, decompositions may be
sequences of actions, sequences of subgoals to be achieved, or a mixture of both. We Lwill ignore most prerequisites and effects thoughout this paper, except when needed
in examples.

Associated with each plan is a set of constraints. These are similar to
prerequisites, except that the planner never attempts to achieve a constraint if it is
false. Thus, any action whose constraints are not satisfied in some context will not be
applicable in that context.

For example, the first plan in Figure 1 summarizes a simple plan schema with a
header "BOARD (agent, train)," with parameters "agent" and "train," and with the
constraint "EQUAL (depart-station (train), Toronto)." This constraint captures the
knowledge that the information booth, and hence the agent, is in the Toronto station.
Again, note that constraints are not treated as goals to be achieved. Thus this plan
schema would best be described in English as "boarding a train in Toronto" rather
than as the general action of "boarding a train." The plan's decomposition consists of
the three steps indicated. The prerequisites and effects are not shown. The second
plan indicates a primitive action, GOTO, and its effect. Other plans needed in this
domain include plans to meet trains, plans to buy tickets, etc.

HEADER: BOARD (agent. train)
DECOMPOSITION: BUY-TICKET (agent, train)

GOTO (agent, depart-location (train).
depart-time (train))

GETON (agent. train)
CONSTRAINTS: EQUAl. (depart-station (train), Toronto)

HEADER: GOTO (agent. location, time)
EFFECT: AT (agent. location, time)

HEADER: MEET (agent. train)
DECOMPOSITION: GOTO (agent. arrive-location (train),arrive-time (train)) ,.

CONSTRAINTS: EQUAL (arri, e-station (train). Toronto)

Figure 1: Domain Plan Schemas

Throughout this paper we assume that formulas are expressed in a typed logic
that will be reflected in the naming of variables. Thus, in the above formulas, agent is
restricted to entities capable of agency, train is restricted to trains, plan is restricted to .
objects that are plans, etc. As we shall see later, types are organized into type
hierarchies as commonly found in semantic network formalisms.

Z<- _-6%.*..';
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Plan schemas can be used for both plan generation and plan recognition. For
example, a planner would use these schemas in the same way it would have used
STRIPS action descriptions [Fikes and Nilsson. 19711. e., to generate sequences of
instantiated schemas to achieve some goal. Once generated, the complex plan is
executed much as one would run a program. A plan recognizer, on the other hand,
will use the plan schemas to recognize the plan instantiation which produced an
executed action. In particular, the recognizer will be concerned with recognizing
plans from actions executed as part of a dialogue.

Plans about plans, or meta-plans, deal with introducing plans, executing plans.
specifying parts of plans, debugging plans, abandoning plans, etc., independently of
any domain. To talk about the structure of plans we will assume the predicate
PARAMETER (P. plan), which asserts that P is a parameter of the specified pla,.
We also use a predicate STEP (action, plan), which asserts that the specified action is
a step of the specified plan. Other predicates will be introduced as they are needed.

Plans are not the only objects whose structure we need to examine. In addition,
we will need to refer to parameters of actions and propositions as %,:ll. Thus, we will
be working in a logic admitting plans, actions, and propositions as objects. The
PARAMETER predicate will be used to make assertions about the structure of all
these types of objects.

Other than the fact that the% refer to other plans, meta-plans are identical in
structure to domain plans. Two examples of meta-plans are given in Figure 2. The
first one, INTRODUCE-PLAN, takes a plan of the speaker which involves the
hearer and presents it to the hearer, who is assumed to be cooperative. One va. of
doing this is t, request one of the actions in the plan for which the hearer is the
agent. The definitions of the speech acts will be provided in the next section. The
second meta-plan, IDEN1IFY-PARAMETER, provides a suitable description of the
parameter that enables the hearer to execute the action as part of the plan. It has
several constraints on the relationship between the meta-plan and the plan it
concerns. namel. that parameter must be a parameter of an action which must be in
the plan, and that the description will involve the specification of term. We defin,: the
predicate KNOW-PARAMETER (agent, term. action, plan) to mean that the agent
has a description of the term that is informative enough to allow the agent to execute
the action in the plan, all other things being equal. While the axiomatizatin of
KNOW-PARAMETER is problematic. we shall only be using it in simple cases
where its use is straightforward. FinalI . the predicate NEXT interacts Aith the
discourse analysis and will be explained in a later section.

There are many more meta-plans concerning plan debugging, plan execution.
etc., some of %hich vill be discussed in the example in Section 5.

During a dialogue, a stack of executing and suspended plans is built, each plan
referring to the plan below it, with the domain-dependent task plan the bottom
and the currently executing plan at the top. Other rr, dels of discourse (e.g..
[Reichman, 1981; Polanyi and Scha, 19831), have shown that the topic structure
follows a stack-like discipline.

z*-.."o,*- o,
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HEADER: INTRODUCE-PLAN (speaker. hearer. action, plan)
DECOMPOSITION: REQUEST (speaker. hearer, action)
EFFECTS: WANT (hearer, plan)

NEXT (action. plan)
CONSTRAINTS: STEP (action. plan)

AGENT (action, hearer)

HEADER: IDENTIFY-PARAMETER (speaker, hearer,
parameter, action, plan)

DECOMPOSITION: INFORMREF (speaker, hearer, term, proposition)
EFFECTS: NEXT (action. plan)

KNOW-PARAMETER (hearer, parameter. action, plan)
CONSTRAINTS: PARAMETER (parameter. action)

STEP (action, plan)
WANT (hearer, plan)
PARAMETER (parameter, proposition)
PARAMETER (term, proposition)

Figure 2: Meta-plan Schemas

In this paper, the stack of plans will always represent what the system believes is
the state of the joint plan. Because both agents may construct and execute these
plans, however, at times it will seem that the stack is not truly a stack. This occurs
when the user acts and the system has to recognize what sequence of planning and
execution steps the user did. For example. if the user popped the top plan, and
executed a step in what is now the user's top plan, the system would recognize this as
executing a plan in the second from the top plan. This anomaly is quickly resolved as
the system can then pop its stack to bring the two agents' views back into
synchronization. Thus, once the plan recognition process is completed, the observed
action is always in the plan that is on the top of the stack.

To rephrase this, plans are added and deleted according to the stack discipline.
The plan recognizer, however, is allowed to inspect the entire stack in order to
recognize that the user has popped the stack before the user executed the recognized
action. Even when the system believes the top plan has completed successfully, it
cannot be popped before some acknowledgement from the user, thus allowing for a

*. clarification of the complete plan. The acknowledgement could be explicit, but most
often is implicit in that the user acts in such a way that the system recognizes that it
must pop the top plan.

The state of the stack can thus be viewed as having the general structure shown
in Figure 3. At the top of the stack there is a set of plans (possibly null) which the
recognizer believes has been executed and completed. Below these plans are the
currently suspended plans. Each suspended plan will be resumed when the one
above it is popped. In the case when there are no completed plans, the top of the
suspended plans is also believed to be executing. Thus, the top of the stack is either
an executing or just-executed plan. The actual pushing and popping of plans will be
discussed in Section 2.3 (plan recognition).

*h.''o,



completed plans - ---------.-

suspended planst ................ --------

[suspended popans

Figure 3: The General Frm oithe PI~n Stack

As an example, a clarification subdialogue is modeled by a plan structure that
refers to the plan that is the topic of the clarification. When a clarification plan is
recognized, it is pushed onto the stack. The previous top, the plan being clarified, -is
temporarily suspended. The stack is shown in Figure 4. When the clarification is
complete and its success acknowledged. the stack is popped and resumption of the
previous plan is recognized.

clarification Ml'TA PLN . -
(executing)

topic of '

clarification I,)\i \Nl\ PLAN
(suspendcd)
................ .

Figure 4: A Clarification Plan Stack

2.2 Speech Act Definitions

We are assuming suitable definitions of the speech acts as in Allen and Perrauh
[19801, shown in Figure 5. We have modified decomrositions to include th..
conventionalized forms of indirect speech acts. For example. the second
decompositior of the RFQUEST for an action A is that the speaker REQUEST the
hearer to INFORMIF the hearer can do A. Such an inference could be derived fr
first principles [Allen and Perrault, 19801. We will not aadress those issues here.

We have also explicitly added an effect that the hearer then believes the
preconditions held if the act is done successfully. This could again be inlerred from;
first principles, but adding it to the definition allows us to use a simple plan
recognition algorithm throughout the paper.

6 "6 .



'%.Y, 7-4 s.- W

7

HEADER: REQUEST (speaker, hearer, action)
EFFECT: WANT (hearer. action)

KNOW (hearer. WANT (speaker. action))
CONSTRAINTS: AGENT (action. hearer)
DECOMPOSITION-I: S-REQUEST (speaker, hearer, action)
DECOMPOSITION-2: S-REQUEST (speaker. hearer. INFORMIF (hearer, speaker,

CANDO (hearer, action)))
DECOMPOSITION-3: S-INFORM (speaker. hearer. -(CANDO (speaker. action)))
DECOMPOSITION-4: S-INFORM (speaker, hearer. WANT (speaker. action))

HEADER: INFORM (speaker. hearer, proposition)
PREREQUISITES: KNOW (speaker, proposition)
EFFECT: KNOW (hearer. proposition)

KNOW (hearer. KNOW (speaker, proposition))
DECOMPOSITION: S-INFORM (speaker. hearer, proposition)

HEADER: INFORMREF (speaker. hearer. term, proposition)
PREREQUISITES: KNOWREF (speaker, term, proposition)
DECOMPOSITION: achieve KNOW (hearer. proposition)
EFFECT: KNOWREF (hearer, term, proposition)
CONSTRAINT: PARAMETER (term. proposition)

HEADER: INFORMIF (speaker. hearer, proposition)
PREREQUISITES: KNOWIF (speaker. proposition)
DECOMPOSII ION-I: achieve KNOW (hearer. proposition)
DECOMPOSITION -2: achieve KNOW 1hearer. -proposition)
EFFECT: KNOWIF (hearer. proposition)

Figure "5: Speech Act Definitions

The only other difference from Allen and Perrault [19801 is that we have added
an extra parameter to the INFORMREF action and the KNOWREF operator. The
assertion KNOWREF (A. t, p) means that A knows a description of term t. which
satisfies proposition p.

This is simply a notational variant that is closer to the actual implementation.

Thus, rather than stating the goal to know when train TR1 leaves as

"KNOWREF (A, the x: depart-time (TR1, x))"

as in Allen and Perrault [19801, we write

KNOWREF (A, ?time. EQUAL (depart-time (TR1), ?time)).

Not all such assertions involve the equality predicate. For example, the
representation of the goal behind the utterance "What do you want?" would be

KNOWREF (You, ?action, WANT (You, ?action)).

We can define this operator formally within a possible worlds semantics of the
BELIEF operator by using "quantifying in" as done in Allen and Perrault [19801.
While this analysis is not fully satisfactor), it is adequate for our present purposes.

................................-.. 4'..4..
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For this paper we are assuming all meta-plans are done using speech acts. For
example, another way to achieve KNOWREF goals would have been to look up ihe
answer in a reference source. At the train station, for example, one can find
departure times and locations from a schedule.

2.3 Plan Recognition

The plan recognizer attempts to recognize the meta-plan. and thus the related
domain or meta-plan that led to the production of the input utterance. An utterance
either continues an existing plan on the stack or introduces a meta-plan to some plan
on the stack. If either of these is not possible for some reason, the recognizer
hypothesizes a plausible plan using any of the plan schemas. At the beginning of a
dialogue, the general expectations from the task domain are used to guide the plan
recognizer. e.g., a train clerk expects questions about boarding and meeting a train.

The plan recognizer's task is to find a sequence of instantiations of plan schemas.
each one containing the previous one ir its decomposition, that connects the
utterance speech act to an expected goal. NI )re specificall., the s% stem tries to find
plans in which the utterance is a step, and then tries to find more abstract plans for
which the postulated plan is a step, and so on. if during this process the observed
action can be incorporated into a p' ,,n according to one of the following three
ordered preferences, the chaining stops:

1) by a continuation of the top suspended plan on the stack: ..-

2) by introducing a clarification meta-plan to any plan on the stack:
3) by constructing a plan or plans :. are plausible given the domain-

specific expectations ahout plausible goals of the speaker.

The preferences introduce heuristics for choosing the sequence that corresponds to
the most coherent continuation of the dialogue. Thus we prefer an utteranme
interpretation that continues a plan rathe- than clarifing one. -,hich is mr.
coherent than introducing a new plan altogether. V hile these heuristics have not
been empirically validated, they have intuitive apr a1. Other models of dicourse
?e... [Carberry, 1983: McKeovn. 19821) also use similar heuristics.

Candidal.-2 plans are also eliminated by a set of heuristics based on those in A!!en
and Perrault [19801. For example, plans that are postulated whose effects are alr .:d-
. :e are eliminated, a. are plans whose constraints cannot be satisfied, and plan
parameters which are compatible with known objects are asserted to be equal to such ..-
objects. Unfortunately, we do not have room to discuss our investigation of the
technical issues generated by performing this type of non-mon,'tonic equalit.
reasoning. When heuristics cannot eliminate all but one postulated plan. the chaining
steps, even when a solution path has not yet been foun. in other words, search
terminates after branch points. Such premature terminauon is tpical in dialogue
processing (e.z. see [Sidner and Israel. 1981; Carberry, 19831), since later utterances
in the dialogue often eliminate many of the branches. For example, since both
BOARD and MEET plans can be recognized from a GOTO (recall Figure 1).
chaining would halt with two branches if both plans were pusible. Thus, th,-
bottom-up inference process halts when we have either incorporated the utteranc.
into our expectation structure (satisfied a preference) or the search space btomes

..... ..., ..', ..-. . , , . ,." ...,... -,". ', .., .. ., , ,.,. ., ., .,.. . ., .",. '.. ." , . . . .- ... .... . . ..- , -,,., ,, .. -','
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too large. In the latter case, multiple stacks are created to record each branch and the
plan remains ambiguous.

Preference (1) above involves situations where the agent does exactly what was
-: expected in the given situation. The most common example of this occurs in

answering a question, where the answer is explicitly expected. As another example, if
the agent was observed going to the ticket window and paying for a ticket, the BUY
plan would be postulated. If the agent is next observed receiving the ticket, it would
be recognized as a continuation of that BUY plan. A more complex example is
illustrated in Figure 6, where a BUY subplan connects an observed GOTO action
with an expected (stacked) BOARD goal.

agent BOARD train

agent
BUY

train ticket

agent
GOTO

ucket window

Figure 6: Introduce a Plausible Subplan to Continue the Executing Plan on the Stack -

Preference (2) involves not only recognizing a clarification meta-plan based on
the utterance, but also. in satisfying its constraints, connecting the meta-plan to a
plan on the stack. If the plan on the stack is not the top plan the stack must be
popped down to this plan before the new meta-plan is added to the stack. If the plan
that is the object of the clarification is ambiguous, the alternative closest to the top of b.-

the stack is preferred. For example, if the BOARD plan expanded from Figure 6 is
on the top of the stack, the utterance "How much does the ticket cost?" could be
recognized as a request for a clarification of the PAY subplan. The clarification plan
would be placed on the stack and the BOARD plan suspended (shown in Figure 7).

clerk IDENTIFY-PARAMETER ticket-price

agent BOARD train

agent
.- BUY

train ticket
" agent agent agent "

GOTO PAY RECEIVE
ticket window ticket-price ticket

Figure 7: Introduce a Clarification Meta-plan to a Plan on the Stack

-- . -

. . . . . . . . . .. b• . . . .. . . . . .
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Preference (3) may involve not only introducing a plan, but also, if it is a meta-
plan, using the constraints to recursively introduce a plausible plan for the meta-plan
to be about. This occurs most frequently at the start of a dialogue. Suppose a speaker
begins a dialogue with "I want to buy a ticket to Montreal." The utterance is
recognized as an explicit plan introduction, a meta-plan with constraints that enable
the recognition of the plan being introduced as well. Figure 8 shows the stack
constructed out of these plans. As desired, the plans are placed on the stack in the
order they were generated rather than the order the) were recognized.

INTRODUCE-PLAN

INFORM (I want to bu) a ucket to Montreal.")

-. ----

agent BOARD train

agent BUY train ticket

Figure 8: Recognizing Multiple Plans from One Utterance

Note that each preference involves not only recognizing a meta-plan based on
the utterance, but in satisfying its constraints, also involves connecting the meta-plan
to an expected plan (which is either an aiready stacked plan or an introduced
plausible domain plan).

Once a plan (or set of plans) is recognized it is expanded top-down bN adding the
definitions of all steps and substeps until there is no unique expansion for any of the
remaining substeps.

If there are multiple interpretations remaining at the end of this process, multiple
versions of the stack are created to record each possibility. There are then several
ways in which one might be chosen o~er the others. For example. if it is the hearer~s
turn in the dialogue (i.e., no additional utterance is expected from the speaker), then
the hearer may initiate a clarification subdialogue. If it is still the speaker's turn, the
hearer may wait for further dialogue to distinguis- between the possibilities.

:I-N



3. Communicative Analysis and Interaction with Task Analysis

Much research in recent years has studied largely domain-independent linguistic
issues. Since our work concentrates on incorporating the results of such work into a
plan recognition framework, rather than on a new investigation of these issues, we
will first present the relevant results and then explain our work in those terms.

Grosz [1977] noted that in task-oriented dialogues the task structure could be
"" used to guide the discourse structure. She developed the notion of global focus of

attention to represent the influence of the discourse structure; this proved useful for
limiting the search space during the resolution of definite noun phrases. Carberry
[19831 provided explicit plan recognition rules for tracking shifts in the task structure.
From an utterance, she recognized part of the task plan, which was then used to
provide expectations for future plan recognition. For example, upon completion of a
subtask, execution of the next subtask was the most salient expectation. Global focus
needs to be distinguished from immediate focus [Grosz, 1977; Sidner, 1983]. which
represents the influence of the linguistic form of the utterance and proves useful for
understanding ellipsis, definite noun phrases, pronominalization, and "this" and
"that."

Reichman [1981] developed a model which was not limited to task-oriented
dialogues, and accounted for a much wider range of discourse popping (e.g., topic
switch). In her theory, she noted that the non-linear structure underlying a dialogue
was reflected by the use of surface phenomena such as referring expressions and clue
words. The type of expression (e.g., pronoun, definite noun phrase, etc.) used to refer
to an object was shown to reflect the object's degree of focus. Clue words signaled a
boundary shift between the discourse units hierarchically structured as well as the
kind of shift. e.g., the clue word "now" indicated the start of a new unit which
further developed the currently active unit.

Our communicative analysis is a step toward incorporating these results on
focusing, with some modification, into the plan recognition system. In our
framework, each plan on the stack has a marked subplan which is under execution or
will be executing when the plan is resumed. This subplan is indicated using
predicates as follows:

NEXT (subplan, plan) -- true only if the subplan is the part of the
plan that is currently being executed, or will be executed when =

the plan is resumed:

LAST (subplan, plan) -- true if the subplan is the last (i.e., most
recent) part of the plan to be executed.

Among the effects of every meta-plan are assertions that update these predicates with
respect to the plan referred to. We will often refer to the subplan that is next as the
part of the plan that is in focus, drawing an analogy with the discourse models above.

Now we can see that the ordering of the preferences in plan recognition encodes
expectations as to the most coherent focus shifts. In particular, the most coherent
continuation simply follows the task structure in the top plan, corresponding to

-: preference (1). Following that, a clarification of some completed subplan is expected,
corresponding to preference (2).



As in Grosz (19771 and Reichman [1981, we also use surface linguisi.,-
phenomena to help determine focus shifts. (See [Polanyi and Scha, 1983: Littni..,-
19831 for other surface phenomena that mark discourse functions.) For example, clue
words often explicitly mark what would be an otherwise incoherent or unexpected
focus switch, as when "by the way" is used before suting a temporary topic change.
Robin Cohen [19831 uses clue words in a similar way for understanding argumentis.
Her arguments are analyzed as trees (with nodes connected by the evidence relation.
as opposed to our subtask relation); a coherent argument corresponds to specific tree
traversal orders unless these default traversals are explicitly overruled by a clue word.

Our meta-plans and stack mechanism capture Reichman's manipulation of the
context space hierarchies for topic suspension and resumption. In particular, the
stack manipulations can be viewed as corresponding to the following discourse
situations. If the plan recognized is already on the stack, then the speaker is
continuing the current topic, or is resuming a previous (stacked) topic. If the plan is a
clarification meta-plan to a stacked plan, then the speaker is commenting on the
current topic. or on a previous topic that is implicitly resumed. In other cases the
speaker is introducing a new topic.

Conceptually, the communicative and task analysis cannot be performed in a
fixed sequence. For example, when the task structure is used to guide the discourse
structure [Grosz, 19771, plan recognition (production of the task structure) must be
perfomr.ed first. Similarly, such a strategy will be needed in cases where the discourse
expectations are violated, such as when questions are ignored. However, suppose the
user suddenly changes task plans. Communicative analysis could pick up any clue
words signalling this unexpected topic shift, indicating the expectation changes to the
plan recognizer. What is important is that either strategy should be dynamical!..
chosen depending on the utterance. in contrust to any a priori sequtntial (or e, .n
casc,,ded [Bracnmar et al.. 1979]) ordering. The examples below illustrates te
necessitq of such a model of interaction.

4. Example: Dialogue I

This section illustrates the system's task and communicative processing of
D. D -gue 1. As above, we will concentrate on the task analysis: some discourse
analysis will be briefly presented to give a feel for the complete system. We will take
the role of the clerk, and concentrate on understanding the passenger's utterances.

Our system performs the plan recognition oudined here and is driven by the
output of a parser using a semantic grammar [Brown and Burton, 19771 for the train
domain. The HORNE Reasoning System [Alien et al., 19831, a lisp-embedded typed
horn clause theorem prover, is used as the starting point for our knowledge retrieval
mechanism. The incorporation of the discourse mechanism is under deelopmert
The system at present does not plan or generate natural language responses.

In order to understand the example. it will be necessary to briefly discuss som-
aspects of the HORNE system. In particular, HORNE types can ha%e a set of
distinguished function names called roles, each with an associated type. For example,
the type TrainType is a subtype of the type PhysicalObjectType and has six
distinguished (type-restricted) roles, as shown:
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(subtype TrainType PhysicalObjectType
(depart-location LocationType)
(depart-station CityType) _
(depart-time TimeType)
(arrive-location LocationType)
(arrive-station CityType)
(arrive-time TimeType))

In other words, role function names are just another type of object to HORNE. We
will use the notation ?fn (trainl) to represent a role value of trainil (where trainl is
an object of type TrainType). Thus, ?fn could be any of the six role names listed
above (e.g., depart-location). If we later were to match ?fn(train) with a variable of
type LocationType, ?fn(trainl) would be further restricted to the depart-location or
arrive-location of trainl.

Objects of type proposition and action are also represented in the type hierarchy
and have roles defined for each argument, as is done in semantic network
representations. Thus, in the implementation, PARAMETER (t, p) is defined to be
true only if the term t fills a role of the proposition/action instance p.

Our current system uses a highly-specialized semantic grammar [Brown and
Burton, 1977] to parse the utterances in the train domain. This allows us to avoid
some difficult parsing issues and concentrate on the plan recognition model. The
following analysis of "The eight-fifty to Montreal?" is output from the parser:

S-REQUEST (Personl, Clerkl, (R) -
INFORMREF (Clerkl, Personl, ?term.

equal (?term. ?fn (trainl))))

with constraints: arrive-station (traini) Montreal
depart-time (trainl) = eight-fift"

in other words, Personl is querying the clerk about some (as yet unspecified) term,
?term, that is the value of some role of trainl. The parser identifies trainl as a train
from the input since trains are the only objects in the domain that are described
using times and cities. If there were other possibilities, the parser vould need to
construct other interpretations as well. S-REQUEST is a surface-request, as defined
in Figure 5. In this example, since the utterance is literal rather than indirect, it will
later be recognized as a REQUEST.

Since the stack is empty, the plan recognizer can only construct an analysis
corresponding to preference (3), where an entire plan stack is constructed based on
the domain-specific expectations that the speaker will try to BOARD or MEET a
train. From the S-REQUEST, via REQUEST, it recognizes an instantiation of the
INTRODUCE-PLAN meta-plan, and from constraint satisfaction we know that the
INFORMREF must be a step in the recognized plan. Since INTRODUCE-PLAN is
not a step in any plan, chaining stops. Since INTRODUCE-PLAN is a meta-plan,
however, we recursively expand the plan containing the INFORMREF, and " -

recognize that it is part of an IDENTIFY-PARAMETER plan.

% %.,°
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In satisfying the constraints on IDEVi -PRAMIETIL R. a third plan is
introduced that must have a step which contains a property of a train, de'-c-ribed via
the INFORMIREF, as its parameter. An eligible domain plan is 0010. where
?fn(trainil) is restricted to bt: the time or location parameter of the GOTO. As a
result of this, ?fn is restricted to be a time or location role of traini. Note that all
three plans are recognized before any is placed on the stack. Furthermore, although
GOTO is recognized after IDENTIFY-PARLAMETER, it is put on the stack first
since it is suspended for the I DENT[IFY-PA RAM ETER clarification. The state of
the stack after the plan recognition process just discussed is sho%%n in f-geui - 9. which
should be viewed as one stack with three elements: PLAN3 is at the top of the stack.
PLAN2 in the middle, and PLAN I at the bottom. We shall refer to the 0010
&tion using the name "001," and the INFOvMREF action using the name "1l."

PLAN3

INTRODUCE-PLAN (Personi. Clerki1. 11. PLAN?2)

REQUEST (Personi. CIe'd. 11)

I DI- N"II It Y -PA R AM I ER (Clerki1. Pewsni1. ?fn4 uain 1). GO01. PL AN 1)

11: INFORMKEF (Clerk 1. Personi. 'termn. equal 'term. ?fn (traini1)))

where ?f.- is rer:ricted to be a location or time rile of a train, and
the :,pe o is reszricted wt be Iuc~.cion or time.

PLAN I

001I: GOTO (?agent. ?l1ocation. "time)

Figure 9: Constraint Satisfaction Cre~ates Pt.AN and Pt. '%\Z

Recursi~c! calling the plan recognizer on PLAN I selects the BOARD plan: the
MEET plan is eliminated~ due to constraint %iolation. since the arri~c-stwtion is not
Torontc. Recognitior [h. BOARD plan a",o constrains ?fn to be depart-time or
depart-ilocation. Sinc, ~ efi'ct of the [DEN i IFY-PARAM ETER plan needs to be
achiev.ed, the speaker does not know enough about the ffn property of the train tO
execute 001. Since the depart-timre was known from the utterance, the role nax.i
depart-time can be eliminated as a 1'ossibilit) for the v.alue of ffn due to the heuristic
that one dues not need to execuite a plan if the effect is already, !rue. In other words,
the plan recognition heuristics discussed above eliminate competing interpretations
an -. constrain ?fn to be the depa rt- location. Aisci. since the expected agent of thv
BOARD plan is the speaker, ?agent is set equal to Personi.

Once the recursive call is completed, plan recognition ends and all postulated
plans are expanded top down to include the rest of their steps. ihe state o~f the stack
is flow as shown v!: Figure 10. As desired. %%c have constructed an entirL plan stack

uised on the original domain-specific expections to BOARD or MEET a train..



........................

PLAN3 [completed]

INTRODUCE-PLAN (Personl, Clerkl, I1. PLAN2)

REQUEST (Personl, Clerkl. I1) [LAST)

PLAN2

IDENTIFY-PARAMETER (Clerkl, Personl, depart-ioc (trainl), GOI. PLANI)

II: INFORMREF (Clerk I. Personl, ?term, EQUAL (?term. depart-loc (trainl))) [NEXT]

PLANI
BOARD (Personi, trainl)

BUY-TICKET iPersonl. trainl) GETON (Personl. trainl)

GOI: GOTO (Personl. depart-loc (trainl), depart-time ktrainl)) INEXT]

Figure 10: The Plan Stack after the First Utterance

Once the task structure is recognized the global focus (the executing step) in each
plan structure is noted, as shown in square brackets in the figures. Thus the
REQUEST in PLAN3 is marked as the LAST step of PLAN3. From the effects of
INTRODUCE-PLAN and IDENTIFY-PARAMETER we mark I1 and GOL,
respectively, as in focus wheneser execution returns to those stacked plans.

The clerk's planning of the response is hand simulated in our system. Here we
will describe what the system should do. The system responds with the expected
continuation, namely the INFORMREF in PLAN2, popping PLAN3 off the stack.
This anticipates the passenger's correct interpretation of the utterance, since our stack
is assumed to be shared between the speakers. The assumption will remain necessarN
in this work until we introduce a separate stack for each speaker. To execute the
INFORMREF, the system would plan an S-INFORM, say, which might eventually
be realized as the utterance "Eight-fifty to Montreal. Gate se'en." Using the
assumption that this utterance is correctly recognized by the passenger, we update
the focus in PLAN2, marking the INFORMREF step as [LAST]. Although all the
steps of PLAN2 are completed, its success cannot be confirmed until the next
utterance. Thus it is not popped off the stack. This allows the possibilit) of a
clarification plan being introduced concerning PLAN2. Thus, at the stage just before
Personl speaks, the stack contains PLANI and PLAN2, as shown in Figure 11. (The
top two plans have not yet been recognized, of course.)

The system is now in a state to recognize a continuation of PLAN1 (preference
(1)), a clarification of PLAN2 or PLAN1 (preference (2)). Preference (3) would
involve abandoning the current stack, so is very unlikely.

The passenger then asks "Where is it?". which is parsed into the action: " "

S-REQUEST (Personl, clerkl
INFORMREF (clerkl, Personl, ?terml,

EQUAL (?terml, Ioc (Gate7)))) (R2)
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This analysis assumes the appropriate reslution of "it" to Gate7 by the focus
mechanism of the communicative analysis. This makes the example simpler. The
plan recognition would work even if the iW were not resolved, and left as an
unknown constant

Although the clerk thought the INFORTMAREF of PLAN2 achieved the desired
passenger KNOWREF. in actuality it did not provide a description enabling the
passenger to execute the GOTO of PLANI. Instead we have another request for
clarification. The plan recognizer attempts to sicorporTie this utterance using the
preferences described above. The first prefirence fails since the S-REQUEST does
not match directly or by chaining any of the steps on the stack expected for
execution. This preference, involving popping the completed PLAN2, is not possible
because the utterance cannot be seen as a step of the BOARD plan. The second
succeeds, and the utterance is recognized as part of an introduction of a nei'
IDENTIFY-PARAMETER referring to dhe old one. This tDrocess is basically
analogous to the process discussed in detail above. except that the plan to which the
IDENTIFY-PARAMETER refers is found in the stack rather than constructed. The
final results of the analysis are shc.o in Figure 11. Note the inclusion of S-
INFORM, the clerk's actual realization of the INFORMREF 11.

PLAN4 (completedl

INTRODUCE-PLAN (Pemoni. Clerkl. 13. PLAN3)

REQLEST(Perumn1.cerk]. 13) [LASTI

PLAN 3

IDENTIF) -PARAMETER (Clerk. Person]. loc jGate7). 12. PLAN 2)

13: INFORMREF (clerk 1. Personl. ?twrl. EQUAL 4?terml, lee tGate7))) (%V[\ji

PLAN2 [completed)

-DN1FY-PARANIFTER (Clerk Persii. de-' it-loc (train!1). GOI. PLANI)

11: INFORMREF fcerkl. Personi.
loc (Gate7). EQUAL floc fGate7), depart-kcx (traini)))

12: S-INFORM (Clerki. Person L. [LASTI
EQUAL 4ic (Gate7). depart-loc (traini)))

P1 ANI
BOARD (Pcrson 1. train1

BUY-TICKET (Personi. traini) GETON (Personl. tralnl)

001: 001 0 (Person 1. d&Part-loc (traini1). deparltine (train 1)) (NEX-11

Figure 11:1I he Plin Stiic after 'Wbere is it?"
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The clerk's reply is again hand simulated, using the INFORMREF in PLAN3,
corresponding to "Down this way to the left--second one on the left." The system is
ready to recognize the passenger's next plan which could include a meta-plan to the
top IDENTIFY-PARAMETER (e.g., "Second what?") or a pop. The pop allows a
meta-plan to the stacked IDENTIFY-PARAMETER of PLAN2 ("What's a gate?")
or a pop, which allows a meta-plan to the original domain plan ("Itfs from
Toronto?") or a pop. Since the original domain plan involved no communication,
there are no utterances that can be a continuation of the domain plan itself. Each of
these possible stacks is shown in Figure 12.

P: The eight-fifty to Montreal?
C: Eight-fifty to Montreal. Gate seven.
P: Where is it?
C: Down this way to the left. Second one on the left.

?mneta-plan

IDENTIFY-PARAMETER L

INFORMREF .meta-plan

IDENTIFY-PARAMETER IDEN1 IF- PARAMETER

INFORMREF INFORMREF .'-

BOARD BOARD

"Second what?" "What's a gate?"

?meta-plan

BOARD

"Ifs from Toronto?"

Figure 12: Coherent Dialogue Continuations of Preference Two

The dialogue actually concludes with the first preference, resumption of PLAN ,
(as shown in Figure 11), reinforced by the passenger's "OK. Thank you." The "OK"
is an example of a clue word [Reichman, 1981], words correlated with specific
manipulations to the discourse structure. In particular, "OK" may indicate a pop
[Grosz, 1977]. All but PLANI are then eliminated by "thank you," a discourse
convention indicating termination of the dialogue. Note that unlike the previous
utterance, what is going on with respect to the task plan can be quickly determined
via communicative analysis.

2. L',
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5. Example: Dialogue 2

This section illustrates the system's processing of Dialogue 2 (repeated below),
which introduces two new meta-plans and ithstrates our treatment of indirect speedti
acts. This example shows the domain independence of our approach, although new
domain plans must be introduced. the raapuifion procedure and the meta-plans
remain unchanged. Further, since the model qiplis equally well to task-oriented and
information-seeking domains, a bit of gear independence can also be claimed.

User: Show me the generic concet clled 'employee."
System: OK. <system displays network>
User: I can't fit a new ic below it. Can you move it up?
System: Yes. (system displays network>
User: OK, now make an individuail employee concept whose
System: OK.

Diakilve 2

Recall that in Dialogue 2 the user mterals writh a KL-ON E database system
which is capable of graphically displaying KL-O\E concepts (KL-ONE [bvachiman
et al., 19791 is a know ledge representai;r' -language). Figure 13 pre- eris the rele~ant
domain plan schemas for this example. -itae are taken frum IS'dner .:-d Israiel 1981,
personal communication] w~ith minor modiflcaitrs and consist of plai-s to add new~
data into the network and to examine pans of z_,e nem-ork. Both of these hale a -

subplan involving the plIan CONSIDER-ASPECT, in which Owe user co~nsiders some
aspect of a network. for example by lookir~e at it (the decomposition shown),
listening to a descipui.)n. or thinking aboutit. Agaim. our represertation of action
and time is greatly simplified for the purps,_.s -of this example.

HFADFR: ADD>-DATA Iuser. netpime. d~A& .!;-xdn
LMECOMPOS11 ION: CONSIDER-ASPEC1 luscr. .v; itte)

L"T fuser. dam screLcationj

HEADER: EXAMINE (user. netpiecet
DECOMPOSITION: CONSIT-R* 4SPECT (usecr. netiece)

HEADER: CO% SIDER -ASPECT Omer. netpiece)
DECOMPOSITION: DISPLAY (syseim netpiece)

Figure 13: Dmeal Phm

Figure 14 presents CONTINUE-PLAN and CORRECT-PLAN, and repeitts; for
convenience the mnt-plans used in the example above. CONTINUE-PLAN takes an
already existing plan (the WANT prerequisite) and moves executi in to the next step.
CORRECT-PLAN encodes requests which modify (debug) an already existing plan.

Zo . 7
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HEADER: INTRODUCE-PLAN (speaker. hearer, action, plan)
DECOMPOSITION: REQUEST (speaker. hearer, action)
EFFECTS: WANT (hearer. plan)

NEXT (action. plan)
CONSTRAINTS: STEP (action. plan)

AGENT (action. hearer)
........ ....................................................................................

HEADER: CONTINUE-PLAN (speaker, hearer, step. nextstcp, plan)
PREREQUISITES: LAST (step. plan)

WANT (hearer, plan)
DECOMPOSITION: achieve WANT (hearer, nextstep)
EFFECTS: NEXT (nextstep. plan)
CONSTRAINTS: STEP (step, plan)

STEP (nextstep, plan)
AFTER (step. nextstep)
AGENT (nextstep. hearer)

-------- ------------------------------------------------------------------------------------

HEADER: CORRECT-PLAN (speaker, hearer, laststep, newstep, nextstep. plan)
PREREQUISITES: WANT (hearer. plan)

LAST (laststep. plan)
DECOMPOSITION-1: achieve WANT (hearer. newstep)
DECOMPOSITION-2: achieve WANT (hearer. nextstep)
EFFECTS: STEP (newstep. plan)

AFTER (laststep. newstep)
AFTER (newstep, nextstep)
NEXT (newstep. plan)

CONSTRAINTS: STEP (laststep. plan)
STEP (nextstep. plan)
AFTER (laststep. nextstep)
AGENT (newstep. hearer)
-CANDO Ispeaker. nextep. plan)
MODIFIES (ne-step. laststep)
ENABLES (newstep. nextstep)

....................................................... I....................................
HEADER: IDENTIFY-PARAMETER (speaker. hearer. parameter. acuton. plan)
DECOMPOSITION: INFORMREF (speaker. hearer. tenn. proposition)
EFFECTS: NEXT (action, plan)

KNOW-PARAMETER (hearer. parameter. action. plan)
CONSTRAINTS: PARAMETER (parameter, action)

PARAMETER (parameter, proposition)
PARAMETER (term. proposition)
STEP (action. plan)
WANT (hearer, plan)

........ ...................................................................................

Figure 14: kIeta-plan Schemas

More specifically, CORRECT-PLAN takes a pre-existing plan having subparts
which do not interface as expected during execution; the plan thus needs to be
modified by adding a new goal to restore the expected interactions. The pre-existing
plan has subparts laststep and nextstep, where laststep was supposed to enable the
performance of nextstep, but in reality did not. Thus the plan must be corrected by
adding newstep to the original plan. which enables the performance of nextstep and
thus of the rest of the plan. As in INTRODUCE-PLAN, the modification can be
introduced by a REQUEST for an as yet to be performed step. The constraints

.. . . . . . . . . : - . ..- .- :* . . " ,". ." .
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capture the plan situation described above and should be self-explanatory, with the
following exceptions. MODIFIES (acticn2, actioni) means that action2 is a variant ot
actioni, for example the same action with different parameters or a new action with
the same effects. ENABLES (actioni, action2) means that the problematic
preconditions of action2 are in the effects of action 1.

Note again that for the purposes of this paper we are assuming that all meta-
plans will be achieved via verbal communication with another agent. Also note that
CONTINUE-PLAN and CORRECT-PLAN cannot be performed unless a plan has3
been introduced (just as one cannot resume a topic unless it has been suspended),
and that these plans are domain-independent since they apply in the train domain ..-

above as well.

The processing begins with the parser's analysis of "Show me the generic concept
called 'employee, where El stands for the generic concept called "emplo~ee":

S-REQUEST (user, system, DISPLAY (system, user, El))

Following the plan recognition algorithm, the system finds that the utterance is a
REQUEST which introd,.:ces some plan containing the display action (preference
(3)). Since I \TRODLUCE-Pt.AN is not a step in an) other plan chaining stops-, since
it is a -neta-plan. recogniv -, from the DISPLAY not% occurs. Since the displa)
action co'uld be a step of the CONSIDER-ASPECT plan, which itself could be a step
of either the ADD-DATA or EXAMINE plans. the domain plan nrmains ambiguous.
Note that heuristics can not eliminate eci er possibility, since at the beginning of the
dialogue any domain plan is a reasonable expectation. Chaining halts. all plans are
expanded, and the two stacks shown in Figure 15 are created. As desired, '.%e hate
ccnstructed a plan stack based on domain-specific expectations.

---- --- --- --- ---- --- --- --- -- -- --- --- --- - --- --- --- --- --- --- - --- --- --- ---- --- --- --- ---- --- --- -N.---

PLANI (compietedl

INTRODUCE-Pt AN (user, system. DISPLAY Isystemn. u%er. IED.
IPLAN2 or PLAN31)

RE.QI. FST4user. system. DISPLAY (system. user. Eli)

S-REQUEST (user. system. DISPLAY (s:,stem, user. El)) [LASTI
...-..-.-.--...-.-.. .......... ....-..... ........-.......... ..............-..............

PLAN2 PLAN3

ADD-DA [A (user. El. ?data. ?location) EXAMINE (user. El)

CONSIDERASPECT PL1 4 user. CONSIDER-ASPECT (user, El)
(user. El) ?data. 'location)I

DISPLAY Isystem. user. El) INEXTI DSI sseue.E;IET

Figure 15: The Two Plan Stacks after "Show me the generic concept called 'emplo~ee*"
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When the task structures are recognized, communicative analysis can note the
global focus: since the discourse structure follows the task structure the executed S-
REQUEST is marked as focused. Note that among the effects of any meta-plan is an
updating of the focus in the plan referred to, in this case marking the DISPLAYs of
plans 2 and 3 as focused. The system, assumed cooperative and a planner itself,
examines the recognized plans and decides what to do (again, the planning our
system performs is actually simulated). We simulate the system's choice to perform
the display, generating "OK" to explicitly mark the step's completion. Since the
REQUEST (and thus plan introduction) is completed, the stack can be popped and
the execution of DISPLAY performed as a coherent next move. Also note that even
though the recognized intent is ambiguous. the system can still act, deciding exactly
what to do in such cases is an interesting planning issue.

The user's response, "I can't fit a new IC below it," is processed by the parser as
S-INFORM (user, system, -CANDO (user, FIT (user, ?ic, belowEl)). In other
words, the fact that the system decided to perform the DISPLAY without knowing
whether a PUT would follow (and if so what would be PUT) has now caused
problems in the user's original plan, viz.. the location of the node for the generic
concept did not leave enough room to fit a new IC node below it.

The utterance is recognized b% the plan recognizer as either an indirect
REQUEST or a literal INFORM. and since neither is )et connected to any domain
or meta-plan, we pursue both alternatives. From the indirect REQUEST we ma.
postulate that the current plan is being modified, e.g., a meta-plan to one of the
candidate current plans is introduced (preference (2)), as shown in Figure 16.
Recognition goes from the S-INFORM to the REQUEST to the candidate plan
CORRECT-PLAN (user. system, Dl, ?action, FITl. PLAN2), where FIT is an
instance of PUT (we will use the terms interchangeably). The parameter ?action in
CORRECT-PLAN is bound to various system actions which modify the display to
enable the fit, and is inserted into PLAN2 (and marked as focused). DISPLAY and
P[AN2 are known via precondition and constraint satisfaction. Note that the
R EQU EST corresponding to introduction of a new plan is discarded since it does not
tie in with any of the expectations (and a preference (2) choice is preferred over a
preference (3) choice). Any other possibilities (a modification of PLAN3, a
continuation or IDENTIFY-PARAMETER of PLAN3 or PLAN2, or a correction of
PLAN2 with the fit as the new (instead of the next) step all fail due to constraint
violation. Thus only one of the stacks shown in Figure 15 remains plausible.

-.....
.. ,.-,--. . - - -
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PLAN4

CORRECT-PLAN (user. system. Dl. ?action, FITi. PLAN2)

REQUEST 4 user, system. FITI)

S-INFORM (user. system. -CANDO (user. FIi)) P .ASTJ

where AGENT (?action. system)
MODIFIES (?action. DI I
ENABL-ES (?action, Fll)

PL NN 2

ADD-DATA tuscr. El. ?ic. belowEL)

CO% SIDER ASPECT (user. 1?aL:,lon INEXTI FITI: FIT fuser. 'ic. belod1)

DI: DISPI.AY(s'scm user. EI) [LAST]

Figure 16: The Plan Stack after "I cant fit a new IC helo'* it"

The parser's output from the user's continuation. "Can you move it up?" is

S-REQUEST* (usdr. syster. INFORM IF (sy stem, user
(CA\DO (system. MOVE (system. El. up))))),

recognized as eithcr a literal or indirect REQUJEST. From the indirect REQUES r
w~e can chain 'ia its KNO'A effect to INFOR'VWFl- and tkrl to IDE\TII-
PARAMETER. as sh(,,\r in Fi'-iUre 17. PLA\4 an no%~ be cv.&":e completcd
since it is full\ instan- Jted and its steps all perf 'rimed. Ben 'Aithout our preference
ordeviing. the other pob..,bil Lies are eliminated. the lDE\I-' -PAR -\%IETER act.
obtained b% chaining from, the literal REQUEST, cannot tie into PL-\\4: and
corrections to and continuation of PLA\-I car- ibe %ell-fcormed since PLA\4 dloe\
not hate multiple actions. Finally, the introd,. tion of a new~ plan W~ould only be
considered as a last rk:.,-rt since it %ould not tie into the existing stack.

- .%
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PLAN5 [completed]

IDENTIFY-PARAMETER (user, system, MOVEI, C1. PLAN4)

INFORMRZEF (user, system, MOVEl, WANT (user. MOVEl))

REQUEST (user, system. MOVEl1)

S-REQUEST (user, system, INFORM IF (system. user [LAST)
CANDO (system. MOVEI)))

PLAN4 [completed]

Cl: CORRECT-PLAN (user. system. DI. MOVEI, FITI. PL.AN2)

REQUEST (user. system. FITI)

S-INFORM (user. system. -CANDO (user. FITI)) (LAS-r]

PLAN2

ADD- DATA (user. El. ?ic. belowEl)

CONS IDERASPECT (user. El) Fill: FIT (user. ?ic. belowEl)

I MOVHE: MOVE (system. El. up) JNEX-q
DI: ISP (ssem, user. Fl) [I.AST)

Figure 17: The Plan Stack after "Can you mote it up?**

The system is simulated as follows: noting that the user's IDENTIFY-
PARAMETER and CORRECT-PLAN are both complete, it pops the stack and
resumes PLAN2 with the new step inserted by the meta-plan. Once MOVEI is done.
the system is now ready to recognize the continuation of the plan (i.e., FIll by the
user).

Before the user's next utterance ("OK, now make ... ") is even processed, the
system's discourse mechanism picks up the two initial clue words which explicitly
marks this continuation with the next step. The rest of the utterance is then
recognized (analagously to the above detailed explanation) as a continuation meta-
plan, as shown in Figure 18. At this stage, it would be appropriate for the system to
pop the completed top plan and resume PLAN2 by performing MAKEL.
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(completed]
CONTINUE-PLAN (user. system, MOVE1. MAKEL. PLAN2)

REQUEST (user. system. MAKEl)

S-REQUh1 ase - ..e:'MAK El) ASTI

PLAN2

ADD-DATA (user. El, Samlones. belowEl)

CONSIDERASPECI (user. El) FITI: FIT (user. Sam~lones. belowEl)

MOV El: MO VF. (system. V1. up) [; STJ --

DISLAY (system. user. ElD MAKEI: MAKI: (system.
S...,aJones, belowEl) INEXII

Figure 18: "OK. now make an individual concept whose .-"

Note how the framework would still prove useful if the user's "Can you mo~e it
up' was preceded by the system's "What do %ou want me to do?". Theaas: i

shown in Figure 19. Comparing this %Ith the situation in Figure 17. note that ifter
PLAN6 is introduced the analYsis will be the same as for the non-prompt~ed cxe
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[completed]

INTRODUCE-PLAN (system, user, 14. PLAN6)

REQUEST (system, user, 14)

S-REQUEST (system, user. 14) [LAST]

PLAN6

IDENTIFY-PARAMETER (user, system, ?action. CL. PLAN4)

14: INFORMREF (user, system, ?action, WANT (user. ?action))) [NEXT]

with AGENT (system, ?action)

PLAN4

Cl: CORRECT-PLAN (user. system. DI. ?action. FITI. PLAN2)

REQUFST (user. system. FITI)

S-INFORM (user. system. -CANDO (user. FITI)) [LAST-

PLAN2

ADD-DATA (user. Fl. ?ic. below E) -

CONSIDFRASPECT (user. El) ?action INEXT] FITI: FIT (user. ?ic. beloEl)

DI: DISPLAY (system. user. El) ILAST,

Figure 19: If the system had said "What do you want me to do?"

It is also interesting to note what kind of analysis would result if the user's two
utterances were reversed. After the user says "Can you move it up?" CORRECT-
PLAN (user, system. Di, MOVE1, FIT (user, ?data, ?location), PLAN2) is recognized
and PLAN7 is put above PLAN2 on the stack. Notice that the system knows both
what to do and why, since from the constraint the system can infer that the
interaction between DISPLAY and FIT is the problem. This was not true when
CORRECT-PLAN was first recognized in the original dialogue (Figure 16). The user
explicitly confirms this with the next utterance, "I can't fit a new ic below it,"
recognized as an IDENTIFICATION of the FIT parameter in CORRECT-PLAN
which fills in the unknown parameters of the FIT. The state of the stack after these
two utterances would be as shown in Figure 20. Comparison of Figures 17 and 20
illustrate how the same utterances are analyzed differently depending on the
discourse context.

i?,.."-"
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[completed]
IDENTIFY-PARAMETER (user. s)stem. FITI. C 1. PLAN7)

INFORMREF (user. system. FITI. WANT (user. FflTW)

REQUEST (user. s~tmm FIT)

S- INFORM (user. system. -CANDO (user, Ff171)) ILASTI

PLAN7

CI: CORRECI-PLAN (user. sysam DI. MOVE!. FITI. PLAN2)

_QL~ Psi (user. s'si... V OVE!)

S-REQUEST (user. system, INFORMIF (system. user. C NNDO (system. NIOVEI))) 11-ASTI

PLAN 2

ADD-D&!' % (user. E1. 'mc. below El)

CO.NSIDERASPFcr (user. El) Fl:FT(user. ?ic, bekow~b

MOVEI: .1OVE (s:.sem. El. up) [E~

Dl: DISPLAY (,cstem. user. I- I. ILASTJ

Figure 20: If the Lsees itterances were Retersed

6. Comparisons with Othcr Work

6.1 Recognizing Speech Acts

The rn,'ior diffierence between Our present aproach and previous plan , ..-

recagrnti&: 'i~pproaches to speech acts (e.g., [Allen and Perrault, 19801) is t~hat i~e
have a hierarchy of plans, whereas all the actions in Allen and Perrault were
contained in a single plan. This has enabled us to simplify the notion of what a plan
is .mnd to solve a puzzle that arose in the one-plan s- stemns. Consider how the plan
re..ognizer of Allen and Perrault [19801 connects an observed speech act to an
expected (BOARD) domain goal, as in Figure 21.

%:~1~



User BOARD trainIprerequisite
User AT departure location

at departure time 7

necessary knowledge for necessary knowledge for

USER KNOWs departure time User KNOWs departure location

effect

System INFORM user of departure time

Ieffect
User REQUEST that

System INFORM user of departure time

Figure 21: Simple Plan Recognized from
"When does the Montreal train leaver [Allen & Perrault. 19601

In such systems. plans were networks of action and state descriptions linked b) _

causality and subpart relationships, plus a set of knowledge-based relationships. This
latter set was not categorized as either a causal or a subpart relationship, and so
needed a special mechanism. Incorporating this into the action definitions would
have required having a knowledge precondition for every term in every action. The
problem was that these relationships were not part of any plan itself. but a
relationship between plans.-

In our system, this relationship between plans is explicit, eliminating the need for
the plan recognizer's special mechanism. The "knowrer" and "know-pos" and
"know-neg' relations are modeled as constraints between a plan and a meta-plan,
i.e.. the plan to perform the task and the plan to obtain the knowledge necessary to
perform the task.

Besides simplifying what counts as a plan, the multiplan approach provides some
.insight into how much of the users intentions must be recognized in order to

respond appropriately. We suggest that the top plan on the stack must be connected
to a discourse goal (e.g.. a meta-plan). The lower plans may be only partially
specified, and be filled in by later utterances. An example of this appears in
considering Dialogue 2 above.

Regarding the analysis of indirect speech acts (ISA), in our present system we
have a set of decompositions that correspond to the conventional ISA. These are

S abstractions of inference paths that can be derived from first principles as in Allen
and Perrault. Similar "compilation" of ISA can be found in Sidner and Israel [19811
and Carberry [1983). It is not clear in those systems, however, whether the literal
interpretation of such utterances could ever be recognized. In their systems. the ISA

............................................. ,. . . .- -*.I*'*.....*
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analysis is performed before the plan recognition phase. In our s stem. the presence
of "compiled" ISA allows indirect forms to be considered easily, but they are just
one more option to the plan recognizer. The literal interpretation is still available and
will be recognized in appropriate contexts. As far as the task is concerned, whether a ,-.
request was indirect or direct is irrelevant. For example, if we set up a plan to ask
about someone's knowledge (say, by an initial utterance of "I need to know where
the schedule is incomplete"), then the utter:,nce "Do you know when the Windsor
train leaves?" is interpreted literally as a yes/no question because that is the
interpretation explicitly expected from the Q.,al)sis of ri. initial utterance.

Sidner and Israel 119811 outlined an approch that extended Allen and Perrault
in the direction we have done as well. They allowed for multiple plans to be
recognized but did not app.ir to relate the plans in any systematic wa:.. Section 5
presented our analysis of (a minor variant of) one of their dialogues. The major
difference is our use of meta-plans and discoure knowledge. Although Sidner and
Israel [19811 did not exploit surface linguistic phenomena, their model is being
extended in that direction [Sidner et al.. 19841.

A comparison with their analysis of "I can't fit a new ic below t" illustrates the
advantages of the meta-plan system. Upon receiving the parser's analysis of the
utter.,ce, their system uses a default rule which maps "I can't x" to "I want x."
Basically, this just retrieves the conventionalized meaning of the indirect speech act
as described above, which is then recognized as part of a plan structure in the normal
way. However, there is another rule which is also rrigg. -ed b% the original utterance:
if a user can't do something he or she wants, the user h ill execute an "unblock" (i.e.. -
debug) plan, temporarily suspending the blocked plan. Unfortunatel, the details of
how these two plans are related and how the ADD-DATA suspension is managed
are left unexplored. Our meta-plan meche.iism eliminates the need for speo:it
default rules outside of the plan recognition 'nroce, .and provides a mechanism for
managing topic suspensions and resumpiiors in .ne zeneral case.

Grosz [19791, Levy [19791. and Appdt 119811 extended the planning framework
to incorporate multiple persnectives, including both communicative and task goal
analysis. However, they did not present details for dialogues. ARGOT [Allen et al..
19821 was an attempt to extend the work to dialogue processing, and led to the
development of what has been presented here.

Pollack [1984] is extending plan recognition for understanding in the domain of
dialogues with experts; she abandons the assumption that people always know what
they really need to know in order to achieve their goals. In our work we have
implicitly assumed appropriate queries and have not yet addressed this issue.

Wilensky's use of meta-planning knowledge [19831 enables his planner to deal -

with goal interaction. For example. he has meta-goals such as resolving goal conflicts
and eliminating circular goals. This treatment is similar to ours except for a matter of
emphasis. His meta-knowledge is concerned with his planning mechanism, whereas
our meta-plans are concerned with acquiring knowledge about plans, interacting with
other agents, and shifting focus. The two approaches are also similar in that they use
the same planning and recognition processes for both plans and meta-plans.

0.J
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6.2 Discourse

Although both Sidner and Israel [19811 and Carberry [19831 have extended the
Allen and Perrault paradigm to deal with task plan recognition in extended
dialogues, neither system currently performs any explicit discourse analysis. As
described earlier, Carberry does have a (non-discourse) tracking mechanism similar
to that used in [Grosz, 1977], however, the mechanism cannot handle topic switches
and resumptions, nor use surface linguistic phenomena to decrease the search space.
Since she is concerned with tracking goals in an information-seeking domain, one in
which a user seeks information in order to formulate a plan which will not be
executed during the dialogue (this is similar to what happens in our train domain),
her recognition procedure is also not as tied to the task structure. Supplementing our
model with meta-plans provided a unifying (and cleaner) framework for
understanding in both task-oriented and information-seeking domains.

Reichman [1981] and Grosz [1977J used a dialogue's discourse structure and
surface phenomena to mutually account for and track one another. Grosz
concentrated on task-oriented dialogues with subdialogues corresponding only to
subtasks (e.g., no clarifications). Reichman was concerned with a model underlying
all discourse genres. However, although she distinguished communicative goals from
speaker intent her research was not concerned with either speaker intent or an)
interactions between goals and intents. Since our system incorporates both types of
analysis, we have not found it necessary to perform complex communicative goal
recognition as advocated by Reichman. Knowledge of plans and meta-plans.
linguistic surface phenomena, and simple discourse conventions have so far sufficed.
This approach appears to be more tractable than the use of rhetorical predicates and
coherence relations (e.g.. ELABORATE, SUPPORT, ...) advocated by Reichman and
others such as Mann [1984). Hobbs [19791. and McKeown [1982].

Carbonell [1982] suggests that any comprehensive theory of discourse must
address issues of meta-language communication, as well as integrate the results with
other discourse and domain knowledge. but does not outline a specific framework.
We have developed a computational model which addresses many of these issues for
an important class of dialogues.

7. Summary

We have presented a plan-based natural language model incorporating both task
and communicative analysis, summarized in Figure 22. This paper has emphasized
the task analysis, in particular our meta-plans, the plan stacks, and a plan recognizer
able to use these structures. We have shown how such a model can be used to
understand clarification and debugging dialogues, e.g., dialogues which arise from
plan execution difficulties and which exhibit the recursiveness characteristic of
spontaneous conversation, using examples from two domains and coniersational
genres. Due to space limitations our approach to discourse, as well as the
task/communicative interactions have only been touched on.

.. . ' ., ' '.* , -.. ,
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TASK COMMUNICATIV E
ANALYSIS ANALYSIS

Plan Structures:

domain plans focus mechanism
meta-plans U e words
plan stacks mode of reference

Plan Recognition

Figure 22l Symaij

Obviously, many issues remain to be addressed Our dialogues are still fairly rigid
(task-oriented): it will be interesting to see how our model handles topic suspension
and resumption in the general case. Except for our hdndling of the two-sentence
utterance in Dialogue 2, we have largely ignored the narrative (as opposed to
conversational) aspects of our work, a topic of much interest in the language
generation community. Of course. all the issues of language generation in this model
remain to be addressed. Finally, we must remove our mutual belief assumption to
understand dialogues in which the convehsmnts* dialogue and/or world models differ.
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